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Efficiently allocating the computational resources of many-core systems is one of the most prominent chal-
lenges, especially when resource requirements may vary unpredictably at runtime. This is even more chal-
lenging when facing unreliable cores—a scenario that becomes common as the number of cores increases
and integration sizes shrink.

To address this challenge, this article presents an optimal method for the allocation of the resources to
software-pipelined applications. Here we show how runtime observations of the resource requirements of
tasks can be used to adapt resource allocations. Furthermore, we show how the optimum can be traded for
a high degree of scalability by clustering applications in a distributed, hierarchical manner. To diminish
the negative effects of unreliable cores, this article shows how self-organization can effectively restore the
integrity of such a hierarchy when it is corrupted by a failing core. Experiments on Intel’s 48-core Single-Chip
Cloud Computer and in a many-core simulator show that a significant improvement in system throughput
can be achieved over the current state of the art.
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1. INTRODUCTION

Many-core systems offer the potential for parallel processing. The cores and the com-
munication links between them (i.e., their resources) must be used efficiently to achieve
a high system throughput. This is largely determined by the allocation of cores to the
applications [Singh et al. 2013]. In scenarios where the resource requirements of tasks
may change at any time or where tasks may be started or stopped at any time (we
call such scenarios dynamic scenarios), the problem of allocating resources is extended
from finding allocations to adapting them at runtime to reflect those changes. Other-
wise, a significant degradation of the system throughput is observed in many instances
[Jahn and Henkel 2013; Kobbe et al. 2011; Schor et al. 2012] (Section 3 discusses an
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example). Dynamic scenarios are increasingly common, and therefore efficient and
effective resource (re-)allocation is of paramount importance [Schor et al. 2012].

State-of-the-art resource allocation techniques do not sufficiently address dynamic
scenarios as they target a limited set of predefined scenarios (e.g., Schor et al.
[2012]), because they balance the computational load while neglecting intertask
communication (e.g., Bahi et al. [2005]), or because their observations and resource
allocations are limited to local decisions (e.g., Jahn and Henkel [2013] and Kobbe et al.
[2011]). A thorough discussion of the state of the art can be found in Section 4. Comple-
menting the state of the art, we address the problem of efficiently allocating resources
in dynamic scenarios for malleable software pipelines by adapting allocations based on
runtime observations. Malleable applications provide the flexibility of deploying cores
dynamically (e.g., Turek et al. [1992] and Feitelson et al. [1997]) and thus allow re-
allocation of resources at runtime. This article focuses on software pipelines, as they
are a well-established means for parallelizing a large class of complex applications.
Many stream-processing applications, including common image/video and networking
applications, are well suited for software pipelining.

We start with a centralized method (as presented in Jahn et al. [2013]) that allo-
cates resources for the entire system based on global system knowledge. Based on
this, we detail how this centralized resource allocation is extended in a distributed,
hierarchical way to reduce its high computational and communication overheads. Our
proposed distributed allocation employs several nodes that communicate hierarchically
to achieve near-optimal resource allocations and a high degree of scalability—that is,
limited overheads even in scenarios with a large number of cores. This way, the compu-
tational overhead is distributed among cores. However, distributed allocation may be
vulnerable to unreliable cores because the communication of nodes can be significantly
impaired by malfunctioning cores. A decreased reliability of cores can follow the con-
tinued shrinking of integration sizes beyond 22nm. This shrinking causes high power
densities [Narayanan and Xie 2006] and an increasing impact on process variations
[Borkar 2005]. High power densities may lead to thermal problems that can cause
temporary or permanent malfunction of cores [Brooks et al. 2007; Narayanan and Xie
2006]. Due to process variations, manufacturing many-core systems for a guaranteed
reliability may lead to low yields. Both effects suggest that in the future, systems may
need to be able to operate on unreliable cores [Borkar 2005] even though distributed
resource allocation does not form a single point of failure (as opposed to centralized
allocation): the malfunctioning of a core may remove a node of the distributed resource
allocation, which can jeopardize its effectiveness and thus decrease the system through-
put significantly. We show that this can be severe, and we employ self-organizing nodes
to address this problem by increasing the resilience (i.e., the impact of crashing cores
on the system throughput) of our distributed allocation.

Self-organization is a paradigm for managing complex systems in a distributed man-
ner and is successfully employed in many instances. A comprehensive survey is pre-
sented by Huebscher and McCann [2008]. In the context of this article, self-organization
means that communicating nodes are responsible for finding their communication
counterparts and for observing the system state that is relevant to them. We use self-
organization to avoid the decreased throughput that would otherwise result when the
hierarchy of our distributed resource allocation is corrupted by crashing nodes.

We target systems with many cores; private, distributed memories; and network-on-
chips.

The contributions of this work are as follows:

(1) We present a novel concept of self-organizing software pipelines that increase the
resilience of distributed resource allocation against unreliable cores through a novel
concept of self-organizing software pipelines.
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(2) We detail the centralized, optimal method for the allocation of resources to mal-
leable software pipelines for dynamic scenarios presented in Jahn et al. [2013].
Furthermore, we explain how the optimum can be traded for a high degree of
scalability.

The rest of this article is organized as follows. Section 2 defines some terms, and
Section 3 illustrates the need to adapt resource allocations at runtime. Section 4 dis-
cusses the related work, and Sections 5 and 6 detail our application models and define
the problem of allocating resources. Section 7 describes our algorithmic solution for
allocating resources. Section 8 outlines implementation details, and experiments on
the performance and overheads are presented and discussed in Section 9. Section 10
concludes this article.

2. TERMS AND DEFINITIONS

For the rest of this article, we will use the following terms and definitions:

—Resource allocation refers to decisions of (1) assigning cores to parallel applications
(consisting of multiple tasks) and of (2) choosing how to distribute the tasks of each
application to the cores assigned to it.

—A software pipeline is a parallel application that consists of several communicating
stages that repeatedly compute iterations on a stream of input data. Each stage is a
task that is assigned to a core. The output of one stage forms the input data of its
direct successor; there is no further communication between stages.

—A malleable software pipeline is a software pipeline that can reduce the number
of cores that it uses by fusing consecutive stages so that they are allocated to the
same core, similar to fusing filters in StreamIt [Thies et al. 2001]. Consequently,
no intercore communication is necessary between fused stages. Fused stages can be
split.

—Task migration refers to the mechanism for transferring the execution of a task from
one core to another.

—The throughput of an application denotes the number of iterations that it finishes
per second. Accordingly, the system throughput denotes the average throughput of
all running applications. A formal definition can be found in Section 5.

—In dynamic scenarios, the set of concurrently running applications, the resource
requirements of the individual tasks and the volume of intertask communication
may change unpredictably at any time. This can arise, for example, through user
interactions or because of changes in the input data.

3. MOTIVATION

Let us consider a simple example of a software-pipelined computer vision application
(object tracking) with eight stages allocated to a system with four cores.1

Figure 1(a) shows that an established resource allocation (core 1: stages 1 through 3,
core 2: stages 4 and 5, core 3: stages 6 and 7, core 4: stage 8) achieves a throughput of
approximately 20.13 iterations/second. The resource requirements change at runtime
when multiple tracked objects are added to the input scene. Figure 1(b) shows how the
average runtime of each stage changes. Due to these changing resource requirements,
the average throughput drops to 8.35 iterations/second. A possible solution to this
problem is to adapt the resource allocation as shown in Figure 1(d) (core 1: stage 1,
core 2: stage 2, core 3: stages 3 and 4, core 4: stages 5 through 8), which results in
a throughput of 18.40 iterations/second. Consequently, adapting resource allocations
at runtime based on observations of the (unpredictable) resource requirements can

1For this example, four cores of Intel’s Single-Chip Cloud Computer (SCC) [Howard et al. 2010] are used.
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Fig. 1. Changing computational requirements, resulting throughputs, and initial/adapted resource alloca-
tions of stages S1−8 to four cores.

significantly improve the throughput. A more complex example of a system with up
to 1,024 cores running up to 275 instances of real-world applications concurrently is
discussed in Section 9.3.

However, adapting resource allocation at runtime is a challenging problem because
balancing the resource requirements of tasks leads to a large problem space (e.g., there
are approximately 1.6 · 10160 possible ways to allocate 100 stages to 48 cores). Jointly
balancing the computational and communication requirements between cores is an
NP-complete problem in a strong sense, which can be reduced from the 3-PARTITION
problem [Johnson and Garey 1979]. Hence, allocating resources for larger systems at
runtime may require a prohibitively high overhead or may require heuristics that lead
to suboptimal solutions.

4. RELATED WORK

This section highlights why the state of the art does not sufficiently address resource
allocation in dynamic scenarios. To do this, we group the related work into resource
allocation for software pipelines and similar concepts such as Kahn process networks
(KPNs) and synchronous dataflow (SDF), and for parallel applications in general, as-
suming either distributed or shared memories.

Resource allocation specific to software-pipelined systems has recently been proposed.
The authors of Schor et al. [2012] suggest calculating a set of optimal resource allo-
cations for given scenarios at design time. This works well when the set of possible
scenarios is known at design time, but it does not aim at capturing cases where the
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resource requirements are unpredictable. This is, however, the case when they depend
on user interactions or on the input data. Dynamic allocation of stream-processing
applications, which are a superset of software pipelines, to embedded multicores with
scratchpad memories is proposed by Lee et al. [2012]. This approach targets unpre-
dictable resource availability, whereas the resource requirements of applications are
assumed to remain constant.

For application scenarios that consist of a single application, multiple methods for
resource allocation have recently been proposed. Stream-processing applications mod-
eled as SDF can be allocated to multicore processors using design-time adjustments
of the granularity of parallelism through loop unrolling [Che and Chatha 2012]. This
approach employs compiler techniques that aim at maximizing the use of on-chip
scratchpad memory and combines this with compiler-instrumented data buffering and
background data prefetching. Similarly, SDF-based applications can be allocated to
SPM-based multi/many-cores based on an evolutionary algorithm-based technique as
proposed by Choi et al. [2012]. This method generates a static schedule at design
time, which includes a schedule for prefetching data from off-chip DRAM to on-chip
scratchpads using hardware DMA units.

For hard-real-time tasks, Bamakharma and Stefanov [2012] propose to decompose
cyclostatic SDF graphs into asynchronous sets of periodic tasks with implicit dead-
lines. Under some conditions, this allows achievement of the maximum throughput.
To achieve this, the authors propose allocating resources to task subsets and focus on
finding good task set representations.

To jointly optimize resource allocation for computation and communication,
Castrillon et al. [2012] propose a heuristic design-time resource allocation phase fol-
lowing a phase of application synthesis of KPNs. However, a large runtime results due
to the large complexity that arises from the expressiveness of KPNs.

Resource allocation for parallel applications in general, assuming distributed mem-
ories. Bahi et al. [2005] present a heuristic runtime load balancing method for asyn-
chronous, iterative algorithms (AIAC) in grid computing systems. It aims at balancing
the computational load among cores by exchanging workload when imbalances are de-
tected. To achieve this, this method repeatedly observes the workloads of all cores and
performs distributed interactions among them. Workload is exchanged by transferring
an application’s individual work items, such as video frames, between neighboring
cores. Due to its focus, it does not take intertask communication into account. It there-
fore may achieve inferior performance when tasks communicate heavily, as is the case
for many complex, real-world applications.

In Kobbe et al. [2011], DistRM, a distributed heuristic for resource allocation, is
presented, which uses interacting software agents. Based on runtime observations and
offline profiles, agents possess local information and interact to allocate or re-allocate
resources when applications are started or stopped, or when their computational re-
quirements vary significantly. However, their approach for achieving a scalable solution
for up to 4,096 cores limits their decisions to local regions, which can potentially result
in a low throughput of the system.

Considering that AIAC [Bahi et al. 2005] and DistRM [Kobbe et al. 2011] are the
most similar to the methods for resource allocation presented in this article, Section 9
compares them to our proposed methods.

A statistical approach based on extreme value theory is presented in Radojković et al.
[2012]. It generates a large random set of resource allocations, and the calculations
have a runtime of 25 minutes to 2 hours, which we consider infeasible for dynamic
scenarios that require updating of resource allocations at runtime. In contrast to this,
our methods for resource allocation allow calculation of optimal resource allocations in
polynomial time and near-optimal resource allocations in nearly constant time.
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Fig. 2. Our model for malleable software pipelines.

Resource allocation for parallel applications in general, assuming shared memories.
For shared-memory systems, numerous works [Stender et al. 2006; Luk et al. 2009;
Nollet et al. 2005; Carvalho et al. 2007; Klues et al. 2010; Lakshmanan et al. 2009; Li
et al. 2007; Rajagopalan et al. 2007] propose adaptive resource allocation for balancing
the computational load at runtime. Snavely and Tullsen [2000] propose deriving co-
schedules based on offline profiles, with an extension to support different priority levels
[Snavely et al. 2002]. However, the focus of these methods is on architectures with few
cores, and they require a shared address space.

To summarize, state-of-the-art resource allocations either achieve inferior perfor-
mance due to their scope, are not applicable to systems with distributed memories, or
do not target dynamic scenarios. However, it is important to address these scenarios
for systems with many cores and distributed memories.

5. PIPELINE MODEL

This section discusses the model for malleable software pipelines. Each application k
forms a pipeline Pk with Nk stages. Every stage Sj is characterized by c j , i j, and o j that
denote the time consumed (in each iteration) for computation, receiving the input data
from its direct predecessor, and transferring the output data to its direct successor,
respectively (Figure 2).

To decide upon the allocation of resources to applications, it is necessary to model
the throughput for a given allocation. Therefore, we require that each core is allocated
to at most one application (i.e., cores may not be shared among applications). Their
maximum throughput is limited by their slowest stage. The maximal response time Rk
for pipeline Pk can be defined consequently:

Rk = max
1≤ j≤Nk

{i j + c j + o j}. (1)

Hence, the maximum throughput of pipeline Pk is defined as 1s
Rk

.
We introduce the malleability property to software pipelines by defining the basic

operation fusion, in which multiple consecutive pipeline stages are combined.
A fusion of stages creates a new stage that combines the computational require-

ments of the original stages but does not require communication between them, as
shown in Figure 3. Communication between fused stages is not necessary because they
are executed sequentially. Thus, no concurrent memory access can occur; consequently,
fused stages can safely use shared memory. Furthermore, as fused stages form a single
task, no task scheduling is necessary. This way, fusing stages may reduce the maxi-
mal response time Rk of a pipeline. Additionally, fusing stages changes the degree of
parallelism of the application, which then runs on a smaller number of cores.
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Fig. 3. Fusion of pipeline stages.

6. PROBLEM DEFINITION

This section defines the problem of allocating resources to malleable software pipelines.
To simplify this problem, it is divided into two parts:

(1) Global problem: Distributing the cores of a system among the applications
(Section 6.1) so that the overall system throughput is maximized.

(2) Subproblem: Assigning the stages of an application to a given number of cores
(Section 6.2), thus providing the fusions of the pipeline stages.

6.1. Global Problem: Optimizing System Throughput

Given a set of K applications P = {P1, P2, . . . , PK} with weights W = {w1, w2, . . . , wK} ∈
R

K (weights express priority levels), each application Pk uses up to Mk cores and
has a maximal response time Rk. The objective is to maximize the overall weighted
system throughput by finding an optimal allocation of (up to) M cores to the individual
applications.

Maximize

{
K∑

k=1

wk

Rk

}
such that

K∑
k=1

Mk ≤ M (2)

This definition of the global problem maximizes the overall weighted throughput.
This implies that applications with low weights may suffer from very low throughputs
in favor of the throughput of applications with high weights. In scenarios where this
is unacceptable, a minimum throughput can be guaranteed for each application. To do
so, the global problem may be formulated alternatively:

Maximize
{

min
1≤k≤K

{
wk

Rk

}}
such that

K∑
k=1

Mk ≤ M. (3)

This ensures a minimum target performance for each application. To solve the global
problem, we present centralized, optimal resource allocation in Section 7.2 and highly
scalable, distributed resource allocation in Section 7.3. However, solving the global
problem requires solving the Subproblem of fusing pipeline stages first.

6.2. Subproblem: Fusion of Pipeline Stages

The throughput of an application is affected by how the stages are fused. Thus, the
subproblem for fusing the stages of each application k ∈ K minimizes the maximal
response time Rk.

For this, for each application k, a set of Fk fusions is defined as

{F1(1, j1), F2( j1 + 1, j2), . . . , FFk( jFk−1 + 1, Nk)} such that Fk ≤ Mk

ACM Transactions on Parallel Computing, Vol. 2, No. 1, Article 5, Publication date: May 2015.
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Fig. 4. Overview of our solution. Our centralized and distributed resource allocation, as well as the extension
for an increased resilience against malfunctioning cores, use the solution of fusing pipeline stages. Hence,
for each application, the optimal fusion of its pipeline stages is calculated for any number of cores up to the
number of its stages. Based on this solution, it is decided how many cores to allocate to each application so
that the system throughput is maximized.

so that each application k uses not more than Mk cores. Furthermore, according to
Section 5, we define

Fi(l, j) = il + o j +
j∑

h=l

ch

1 ≤ l ≤ Nk,

l ≤ j ≤ Nk,

and thus the subproblem is defined as

Minimize
{

max
1≤ f ≤Fk

{Ff }
}

| ∀k ∈ K. (4)

We present an algorithm to solve this problem in Section 7.1.

7. ALGORITHMIC SOLUTION FOR ALLOCATING RESOURCES

In the following, our solution for the problem of resource allocation is detailed. Figure 4
shows an overview. Our centralized and distributed resource allocation (Sections 7.2
and 7.3) use the solution of the subproblem of fusing pipeline stages (Section 7.1).
Section 7.4 shows how distributed resource allocation can be resilient against unreli-
able cores.

For simplicity, the equations are explained for the centralized resource allocation,
whereas the proposed distributed resource allocation extends this concept in a hierar-
chical way.

7.1. Fusion of Pipeline Stages

To find an optimal solution to this subproblem (i.e., a solution that results in the max-
imum throughput compared to all other possible fusions), all possible combinations of
fusions need to be taken into consideration. An exhaustive search would result in an
exponential time complexity, which may be unacceptable, especially since resources al-
locations are adapted at runtime. We therefore propose an algorithm based on dynamic
programming that derives optimal solutions for minimizing the maximal response time
by using m cores to execute pipeline Pk.

Let Pk, j be a subpipeline by considering only the pipeline stages from stage S1 to stage
Sj of pipeline Pk. The dynamic programming defines a recursive function Rk( j, m) to
store the optimal configurations for the maximal response time minimization for Pk, j
with (at most) m cores. In other words, let Rk( j, m) be the minimum maximal response
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time for executing Pk, j on m cores. Moreover, table Fk(�, j) is built for all �, j such that
1 < � ≤ j ≤ Nk, in which

Fk (�, j) = i� + o j +
j∑

h=�

ch. (5)

Then, the initial boundary conditions for Rk( j, 0) and Rk( j, 1) are

Rk ( j, 0) = ∞ ∀ j = 1 . . . Nk
Rk ( j, 1) = Fk (1, j) ∀ j = 1 . . . Nk.

(6)

Furthermore, a function minmaxRFk( j, m) is defined as

minmaxRFk ( j, m) = min
m−1≤�< j

{max {Rk (�, m− 1) , Fk (� + 1, j)}}. (7)

The recursive function for Rk( j, m) with m ≥ 2 is defined as

Rk ( j, m) =
{

Rk ( j, m− 1) j < m
min {Rk ( j, m− 1) , minmaxRFk ( j, m)} j ≥ m.

(8)

First, the maximal response times using one core are calculated for the first j =
1 . . . Nk stages. Then, the maximal response times for the first j = 1 . . . Nk stages are
calculated for up to two cores. Since the resulting maximal response times of using only
one core for the first j stages have already been calculated, it can be easily decided
whether to use one or two cores (in one of the possible fusion combinations) for the
same j stages. The process is repeated for three cores, knowing in advance if it is
optimal to use one or two cores for the first j stages. Hence, the previous result needs
to be compared to any new possible fusion for the same j stages, but now utilizing up
to three cores. Thus, iteratively, an optimal solution is obtained as all combinations of
stages and cores are considered, but the complexity is reduced since the subsolutions
do not need to be recalculated.

The space/time complexity is O(N2
k ) for building the table Fk. The time complexity

for building an entry Rk( j, m) is O( j) = O(Nk). The size of the table Rk( j, m) is O(MkNk).
Therefore, the total time complexity is O(MkN2

k ). The maximal response time by us-
ing at most Mk cores for pipeline Pk is stored in Rk(Nk, Mk). Algorithm 1 shows the
pseudocode for this dynamic programming problem.

The actual fusions that lead to the optimal result can be derived by backtracking the
dynamic programming table or by using an additional tracking table TRk(Nk, Mk) of

ALGORITHM 1: Maximal Response Time Minimization
Data: The computational requirements e, c, and o for the Nk stages of pipeline Pk, and the

maximum Mk cores available;
Result: The minimal maximal computational requirements using at most Mk cores;
Initialize table Fk(�, j) according to Equation (5), ∀ (�, j) such that 1 ≤ � ≤ j ≤ Nk;
for m = 0 to Mk do

for j = 1 to Nk do
if m ≤ 1 then

Build Rk( j, m) according to Equation (6);
else

Build Rk( j, m) according to Equation (8);
end

end
end
return Rk(Nk, Mk);
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Fig. 5. Pipeline example.

Table I. Example Tables from Algorithm 1

size O(MkNk). When building TRk( j, m), each cell holds the j∗ value of the subsolution
that makes the programming optimal. For the initial condition m = 1, TRk( j, m) is set
to zero. When j < m, or when j ≥ m and Rk( j, m − 1) turn out to be minimal, then
TRk( j, m) = j. In the case where an additional core provides improvement, TRk( j, m)
will be set to the index � from Equation (7) that made this improvement possible, and
therefore TRk( j, m) �= j.

The fusions that provide an optimal maximal response time can be derived from
table TRk(Nk, Mk) as follows: starting from cell ( j, m) = (Nk, Mk), the table is traversed
in the direction (TRk( j, m), m− 1).

If TRk( j, m) = j, this means that it is not possible to assign more cores to the pipeline
since no finer granularity can be achieved or that no additional core may improve the
throughput and the subsolution that uses one less core was already optimal.

If TRk( j, m) �= j, an additional core provides improvement, so if TRk( j, m) + 1 = j,
then stage Sj is allocated to one core, and if TRk( j, m) + 1 < j, all stages between
TRk( j, m) + 1 and j (both inclusive) should be fused.

Example. Given the pipeline k of Figure 5 with Nk = 4 stages and Mk = 4 cores, table
Fk(l, j) is built according to Equation (5), as stated in Algorithm 1:

Fk(1, 1) = 60 Fk(2, 2) = 110 Fk(3, 3) = 110
Fk(1, 2) = 150 Fk(2, 3) = 60 Fk(3, 4) = 140
Fk(1, 3) = 100 Fk(2, 4) = 90
Fk(1, 4) = 130 Fk(4, 4) = 70.

After deriving the initial conditions for Rk( j, m) according to Equation (6), the track-
ing table TRk( j, m) for m = 0, 1 is filled with zeros.

Table Rk( j, m) is built for m ≥ 2 according to Equation (8). With m = 2, the solution
for every subpipeline chooses to use the result from Rk(1, 1) and to fuse the rest of the
stages. Hence, table TRk( j, 2) contains j∗ = 1 for any j.

The results are shown in Table I. The solution is derived by traversing table TRk( j, m)
from cell ( j, m) = (4, 4) in the direction ( j∗, m−1): stages S2 and S3 are fused, and stages
S1 and S4 remain as they are.
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7.1.1. Proof of Optimality.

PROOF. We prove the optimality by induction. Initially, ∀ j, Rk( j, 1), is optimal because
all stages are fused according to Fk(1, j).

Suppose that Rk( j ′, m) stores the optimal solution to minimize the maximal response
time for a given j ′ = 1, 2, . . . , j and m. We will prove that Rk( j, m + 1) is optimally
derived by using Equation (7). Assume for contradiction that Equation (7) does not
give an optimal solution to minimize the maximal response time for allocating the
first j stages of application Pk on m+ 1 cores. In the optimal solution, there must be
a core executing the j-th stage of application Pk, in which the �′-th stage is the first
stage fused with the j-th stage on the same core, �′ ≤ j. Therefore, according to the
definition, we know that the maximal response time of the preceding optimal solution
is the maximum between Fk (�′, j) and the maximal response time on the rest of m
cores for executing the first �′ − 1 stages of application Pk. Therefore, the assumption
that Equation (7) does not give an optimal solution implies that the maximal response
time on the rest of the m cores for executing the first �′ − 1 stages implies that there
exists j ′ = 1, 2, . . . , j and m in which Rk( j ′, m) is not optimal, which contradicts the
assumption.

As a result, by the mathematical induction hypothesis, we reach the conclusion that
Rk( j, m) is optimal ∀ j,∀m.

7.2. Centralized Resource Allocation

With the dynamic programming of Section 7.1, the overall weighted system through-
put can be maximized in a centralized manner. Suppose that Rk(Nk, m) for m =
1, 2, . . . , min{Nk, M} has been built. For notational brevity, if Nk < M, we define
Rk(Nk, m) = Rk(Nk, Nk) for any m ≥ Nk. Let G(k, m) be the maximum centralized
weighted system throughput for the first k pipelines based on any arbitrary order of
pipelines on at most m cores. Moreover, when there is no feasible solution (i.e., k > m),
G(k, m) is defined as −∞. Then, the initial (boundary) condition for G(1, m) is

G(1, m) = w1

R1 (N1, m)
∀m = 1, 2, . . . , M. (9)

The recursive function for G(k, m) with k ≥ 2 is expressed in Equation (10). The time
complexity, provided that Rk(Nk, m) is known, is O(KM2). Note that the last column
of Rk (i.e., Rk(Nk, m)∀m = 1, 2, . . . , M) contains the application’s weighted throughput.

ALGORITHM 2: Maximizing Overall Weighted System Throughput
Data: The maximum number of available M cores. For every pipeline Pk, the weights wk and tables

Rk(Nk, m) for m = 1, 2, . . . , M;
Result: Maximum overall weighted system throughput for K pipelines, using at most M cores;
for k = 1 to K do

for m = 1 to M do
if k = 1 then

Build G(k, m) according to Equation (9);
else

Build G(k, m) according to Equation (10);
end

end
end
return G(K, M);
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Table II. Example Tables of Different Pipelines

Algorithm 2 shows a pseudocode for this dynamic programming.

G (k, m) =
{−∞ k>m

max
k−1≤m′<m

{
G (k − 1, m′) + wk

Rk(Nk,m−m′)

}
k≤m

(10)

An additional tracking table TG(K, M) of size O(KM) allows for deriving how many
cores should be allocated to each pipeline. Each cell of TG(k, m) holds the m∗ value of the
subsolution that makes the solution optimal. For the initial condition k = 1, TG (k, m)
is set to zero. When k > m, then TG (k, m) = −1. In the case where k ≤ m, TG (k, m) will
be set to the value of m′ from Equation (10) that made this subsolution optimal.

Once table TG(K, M) has been built, the number of cores for each pipeline can be
derived from it. Starting from the final cell (k, m) = (K, M), the table is traversed in
the direction (k − 1, TG (k, m)). If TG (k, m) = −1, then there is no feasible solution for
this set of values. In any other case, cores between TG (k, m) + 1 and m (both inclusive)
should be assigned to application k.

Example. Given the pipelines R1, R2, and R3 shown in Table II, with weights w1 =
w2 = w3 = 10,000 and having up to M = 6 cores, G(k, m) is calculated as follows.
First, the initial conditions are calculated according to Equation (9). The tracking table
TG(k, m) for k = 1 holds no value for m∗ and is therefore filled with zeros.

Table III contains G(k, m) according to Equation (10). The solution can be derived
by traversing TG(k, m) from cell (k, m) = (3, 6) in the direction (k − 1, m∗): one core is
allocated to R1, one core to R2, and four cores to pipeline R3.

7.3. Distributed, Hierarchical Resource Allocation

The method for resource allocation presented in Section 7.2 is designed in a centralized
manner. This requires global knowledge and allocates the resources to all running ap-
plications en bloc. This leads to a quadratic time complexity, which may be infeasible
for large systems. To achieve a highly scalable solution (i.e., its overhead should not
grow faster than the system size), this section proposes distributed, hierarchical re-
source allocation for which the pipelines are grouped into several independent clusters.
Clusters are grouped hierarchically into larger clusters and so on, therefore construct-
ing a tree, as shown in Figure 6.

Definition of the tree structure. There are K0 pipelines P1, P2, . . . , PK0 on level 0, which
form the leaves of the tree. They are clustered hierarchically in L levels. For for each
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Table III. Example Tables from Algorithm 2

Fig. 6. Distributed solution. Applications are clustered at Level0, and these clusters are clustered hierar-
chically to form a tree.

cluster C�
i , � denotes index of the cluster on level i. All clusters on level 1 (� = 1) are

adjacent to the pipelines. Hence, there are L levels in the tree, where level L is the root
of the tree, and each level � holds K� nodes.

With this distributed model, the solution from Section 7.1 is used to build the tables
Rk(Nk, M) for every pipeline Pk, where M continues to be the total amount of cores
available in the system. In the following, we will detail how the Equations (9) and (10)
can be adapted in a distributed, hierarchical way.

Each cluster C1
i (level 1) contains the information of the weights wk and tables

Rk(Nk, M) of its children (pipelines) and utilizes the solutions of Section 7.2 to build the
corresponding tables G(K∗, M), where K∗ is the number of child nodes of the cluster.
This table contains the best configuration for cluster C1

i by allocating m = 1, 2, . . . , M
cores to its children pipelines, independently of the other clusters of the same level.

Similarly, the clusters C2
i (level 2) contain the information of table G(K∗, M) of its

child clusters C1
i (level 1). This applies likewise to all upper levels. In this way, each

level allocates cores among its children based solely on this (limited) information.
Consequently, the computational requirement is distributed hierarchically among the
system. When a cluster C j

i (re)computes G(K∗, M), this table must be (re)computed for
C j−1

i and for all C j+1
i . When this is not performed immediately (as is the case in our

implementation), the results may no longer be optimal.
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G�
i (k, m) denotes the table for the modified version of the dynamic programming in

Section 7.2. Considering that w∗
1, R∗

1, N∗
1 are the parameters of the first child (pipeline)

of node C1
i , node C�−1

1∗ is the first child of node C�
i , value K∗

�−1 is the number of children
of node C�

i , and value K∗
�−2 is the number of children of node C�−1

1∗ and node C�−1
k , then

the initial conditions of G�
i (1, m) are analogous to Equation (9):

G�
i (1, m) = w∗

1
R∗

1(N∗
1 ,m) ∀m = 1, 2, . . . , M when � = 1

G�
i (1, m) = G�−1

1∗ (K∗
�−2, m) ∀m = 1, 2, . . . , M when � ≥ 2,

(11)

the value of G�
i (k, m) is set to −∞ whenever k > m, the recursive function when � = 1

and k ≤ m is

G�
i (k, m) = max

k−1≤m′<m

{
G�

i (k − 1, m′) + wk
Rk(Nk,m−m′)

}
, (12)

the recursive function when � ≥ 2 and k ≤ m is

G�
i (k, m) = max

k−1≤m′<m

{
G�

i (k − 1, m′) + G�−1
k

(
K∗

�−2, m− m′) }
, (13)

and finally, the result is found in cell G�
i (K

∗
�−1, M).

For � ≥ 2, a cluster C�
i allocates cores to its K∗

�−1 children. Hence, similarly to the
recursive function of Equation (10), Equation (12) calculates G�

i for � = 1 based on
the solution of the problem of Section 6.2 for the applications Rk, and Equation (13)
recursively calculates G�

i for the clusters of � ≥ 2.
It is important to note that even though the root node makes decisions that affect

every pipeline, this is still distributed and scalable resource allocation, as every node
only contains the partial information of its children.

7.4. Resilience against Malfunctioning Cores

When the reliability of a system cannot be guaranteed, cores may malfunction at
runtime. In the following, we illustrate how unpredictably malfunctioning cores can
lead to a significantly decreased system throughput and how the resilience of our
distributed resource allocation can be increased.

Fault model. In the following, we assume that cores may malfunction unpredictably
at any time. As a consequence, all tasks assigned to them crash. This has the following
consequences. (1) First, they stop to respond to other clusters. (2) Second, if a cluster
head is assigned to a malfunctioning core, it is terminated and all of its data is lost.
(3) Third, during runtime, it is assumed that a malfunctioning core does not resume
operation.

In the following, we refer to the task that forms the instance of a cluster as defined in
Section 7.3 as a cluster head. When a cluster head Cl

i is allocated to a malfunctioning
core, the integrity of the hierarchical tree structure (Section 7.3) of clusters is corrupted.
The reason is that all Cl−1

∗ become roots of subtrees. Figure 7 shows an example how
the integrity of the hierarchical tree of clusters can be corrupted (a) and how this leads
to disconnected subtrees (b).

As a result, our distributed resource allocation is still able to (re)allocate cores in
the remaining subtrees. However, there is no exchange of cores among subtrees. To
illustrate how this may lead to a significantly decreased system throughput, let us
consider a case of two disconnected subtrees A and B, and each subtree contains only
one application, a in A and b in B. When the resource requirements of a increase
and the requirements of b remain the same (or decrease), assigning cores from B to
A would increase the system throughput. However, as A and B are disconnected, this
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Fig. 7. Effect of malfunctioning cores that corrupt the integrity of the hierarchical tree: a malfunctioning
core “removes” a cluster head and thus leaves disconnected subtrees.

Fig. 8. Effect when 5%, 10%, and 25% of cores malfunction over a period of 300 seconds in a 1,024-core system
running 275 applications. The resulting disconnected subtrees lead to significantly decreasing throughput.

is not possible. This is also the case for more than one application per subtree and
for more than two subtrees. Thus, disconnected subtrees may lead to core distribu-
tions that result in a decreased throughput. Simulations of a 1,024-core system where
cores malfunction randomly during a 300-second interval show that terminated cluster
heads can result in significantly reduced system throughputs of 17%, 29%, and 50%
for a malfunction rate of 5%, 10%, and 25% of the cores, respectively, as shown in
Figure 8. To address this problem, we propose employing self-organization to restore
the integrity of the hierarchical structure of cluster heads even when cores malfunction.
Self-organization of cluster heads is characterized as follows:

—A cluster head detects when its parent cluster head is terminated (i.e., it does not
respond).

—When its parent is terminated, a cluster head searches for another cluster head (that
is not among its children) by sending a connection request to randomly selected cores.

—Once such a cluster head is found, both cluster heads join their subtrees.
—This way, the integrity of the hierarchical tree is restored.

Algorithm 3 shows how this can be achieved. When a cluster head h finds that its
parent is terminated, it starts to resolve this in parallel to its duties of allocating
cores among its children. Until all cores have been searched or a new parent is found,
the cluster head tries to establish a connection to a random core. If a cluster head h′ is
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Fig. 9. Overview of our implementation. At compile time, the applications are compiled for a maximum de-
gree of parallelism, whereas initial Rk tables are obtained through profiling. Resource allocation is performed
at runtime through application-layer control and task migration support by the middleware.

ALGORITHM 3: Self-Organization to Restore the Integrity of the Hierarchical Structure of
Cluster Heads
Data: Current cluster head h
while Parent terminated AND not all cores searched do

c = Random core;
if a cluster head h′ is assigned to c then

if h′ does not contain h among its children then
set h′ as new parent;

end
end

end

assigned to this core and h′ is not among its children, it joins h′—that is, h′ lists h among
its children, and h sets h′ as its new parent. When this is achieved, it stops searching
for a new parent. A handshake protocol prevents corner cases of two subtrees that both
search for a new parent to join each other.

This way, the integrity of the hierarchical structure of cluster heads of our distributed
resource allocation can be restored.

8. IMPLEMENTATION DETAILS

In the following, we discuss the components of our methods for resource allocation and
their implementation details. We have implemented our resource allocation on Intel’s
Single-Chip Cloud Computer (SCC) [Howard et al. 2010] and in a high-level system
simulator detailed in Section 9.1. Our resource allocation employs several components
written in C++ that communicate by exchanging network messages.

8.1. Components

The centralized resource allocation employs application heads and a centralized con-
troller (Figure 9). Each application denotes one of its cores to form its application head
(this core may execute a stage). The application head registers and signs off the ap-
plication with the centralized controller on starting and stopping of the application.
To register an application, the application head sends a message including a unique
identifier of the application (4 bytes), its number of stages (4 bytes), and an initial Rk
table of Section 7.1 (4 bytes · Nk stages × Mk cores). During runtime, application heads
recompute their Rk table when the values of ii, ci, or oi for one of their stages change
and send this to the centralized controller. The centralized controller (re)computes the
optimal allocation of cores and sends a list of cores to each application. Based on this
list, the application heads fuse and migrate their stages.

The distributed resource allocation employs application heads (see previous discus-
sion) and cluster heads: for each cluster, a cluster head receives the Rk tables (4 bytes
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for each entry) from each of its children, which may be either cluster heads themselves
or application heads. However, instead of calculating the resource allocations globally,
cluster heads only calculate resource allocations for their children and propagate the
combined Rk tables to their parent.

8.2. Implementation of Task Migration

Task migration is required to fuse stages at runtime. It is carried out on application
level with a lightweight support by the middleware. The middleware is responsible
to load applications as needed. When the controlling resource allocation (this applies
both to the centralized and distributed resource allocation) chooses to change the fu-
sions or reallocates cores to applications, the respective stages are notified by the
middleware. When the corresponding stage reaches a checkpoint (after completing an
iteration), it saves its state and requests the middleware at the destination core to
load the executable file (if it is not already running). Then, it sends the saved state
to the destination core, which then continues the execution of the (fused) stage proce-
dure. The corresponding overheads of these operations are evaluated and discussed in
Section 9.6.

9. EXPERIMENTAL RESULTS

In the following, we describe the system setup of our experiments, our benchmark sce-
nario, and the results on the achieved system throughput and the involved overheads
of our resource allocation.

9.1. System Setup

Our experiments have been conducted on Intel’s SCC [Howard et al. 2010] and by using
a high-level many core simulator. The SCC is a platform that integrates 48 identical
x86 cores in 24 tiles (two cores each) on a single chip. The individual P54C cores (45nm
process) run at 800MHz, are connected via a 2GHz network-on-chip with a bisection
bandwidth of 2TB/s. Each core has 16KiB of instruction- and 16KiB of data cache, as
well as 256KiB of unified instruction/data L2 cache. It runs a single-core Ubuntu Linux
(kernel 3.1.4) on each core.

Our high-level many-core simulator executes task traces collected on the SCC and
simulates the network-on-chip interconnect. For experiments of large systems, sim-
ulated instances of the cores, network-on-chip routers, memories, and interconnect
of the SCC are replicated. This does not require changing the number of ports of a
router, the buffer size, and so forth due to the mesh topology of the interconnect of the
SCC. There is no hardware cache coherence on the SCC. Our simulations follow this
paradigm. This way, the networks-on-chip are simulated to correspond to the phys-
ical properties of the SCC—that is, each router performs X-Y-routing and transmits
data at 800MHz with a two-cycle latency and a flit size of 32 bytes. Corresponding
the the SCC, simulated routers arbitrate the communication links and queue transfers
when required. This way, our simulator delivers accurate information on the appli-
cation/system throughputs and on the communication volumes/overheads (algorithm
runtimes have been collected on the SCC). It runs on a six-core AMD OpteronTM 8431
CPU (2.4GHz) with 64GB DDR3 RAM. The SCC allows measuring the computational
overhead of our resource allocation accurately, but considering that it integrates 48
cores, we cannot analyze the system throughputs and the communication overhead
for larger systems. However, we measured the computational overhead on the SCC
even for (virtually) large systems because these computations do not demand physical
disposal of cores.

Measurements conducted on the SCC were as follows:
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Table IV. Benchmark Applications

Name Stages Source
automotive 21 See Section 9.2.
h264ref 4 SPEC CPU 2006 [Henning 2006]
lame 4 MiBench [Guthaus et al. 2001]
PGP 5 MiBench [Guthaus et al. 2001]
sphinx3 22 SPEC CPU 2006 [Henning 2006]

—Computational overhead for up to 1,024 cores
—Throughput of the centralized resource allocation for up to 48 cores
—Fusion overheads.

Experiments conducted using our simulator were as follows:

—Communication overhead
—Throughput of our centralized and our distributed resource allocation.

For the experiments, the benchmark applications listed in Table IV are started mul-
tiple times so that the total number of stages in the system exceeds the number of cores
by at least a factor of 3 (we chose this number arbitrarily to establish a considerable
system load).

9.2. Benchmark Scenario and Adaption of the State of the Art

Table IV shows an overview of the benchmark applications and their number of stages.
The applications have been parallelized manually to form malleable software pipelines.
We chose this set of applications because they are complex, communicate heavily, and
are well suited to form software pipelines.

The automotive application is a vision-based application that takes its algorithms
from the IVT library [Azad et al. 2008]. It performs stereo vision, image enhancement,
object recognition (based on scale-invariant feature transform (SIFT) and Harris corner
detection), morphological operations, and pattern matching algorithms to identify and
track objects in a continuous stream of color stereo video data (648 × 480 pixels at
30fps). The other applications have been taken from the respective benchmark suites.

To achieve a fair comparison with our proposed resource allocation, we adapted the
state-of-the-art methods [Bahi et al. 2005] and [Kobbe et al. 2011].

AIAC. AIAC exchanges workload between physically neighboring cores to balance
the computational load evenly. To adapt AIAC [Bahi et al. 2005] to software-pipelined
applications in many-core systems, we exchange workload by migrating pipeline stages
when the computational load is not balanced. This is achieved by comparing the load
of adjacent cores and migrating a pipeline stage i when the difference of the summed
computational requirements among all stages on each core exceeds ci. To achieve a fair
comparison, we relax the assumption that only consecutive stages may be allocated to
the same core. For our implementation of AIAC, a core may execute any stage from any
application.

DistRM [Kobbe et al. 2011]. This distributed resource allocation distributes cores
among applications but relies on the applications to decide themselves how to distribute
their tasks. Therefore, we use our optimal fusion algorithm from Section 7.1 to achieve
a fair comparison. Consequently, only the number of cores assigned to each application
differs between DistRM and our resource allocation, whereas the fusions of pipeline
stages are carried out identically. We adapt DistRM by using the tables shown in
Section 7.1. As DistRM remains in local optima if the speedup of an application does not
increase with another core (even if this was the case for a larger number of additional
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Fig. 10. Comparison of the system throughput that is achieved by our solutions and the state of the art.

cores), we report marginal improvements (we choose an ε = 5 ∗ 10−4) as long as the
number of cores does not exceed the number of stages of the corresponding application.
Using the described adaptations, we can achieve a fair comparison with DistRM.

9.3. System Throughput

In the following, we compare the throughput achieved by our distributed allocation
with our centralized resource allocation (thus against optimal resource allocation) and
with two state-of-the-art methods for runtime resource allocation: DistRM [Kobbe et al.
2011] and AIAC [Bahi et al. 2005]. Figure 10 shows the average system throughput over
50 runs when running seven instances of each benchmark application (35 applications,
or 392 stages in total) on 128 cores, connected by a network-on-chip mesh as provided
by the SCC. To show how each method gradually improves the resource allocation, we
initially start all stages on a single core and let the corresponding resource allocation
improve the system throughput incrementally. Then, 25% of the applications are ran-
domly stopped at t = 10 seconds. Whereas our centralized resource allocation achieves
an increased throughput of roughly 13.7%, the average system throughput drops for
the other methods from ca. 17 to 29 iterations/second to ca. 9 to 17 iterations/second
because without adapting the resource allocations, the cores that formerly executed the
stopped applications are now idle. The resource allocation then improves the through-
put by adapting the allocation of resources. Our distributed resource allocation achieves
a system throughput of 94.78% compared to our optimal (centralized) resource alloca-
tion. On average, the distributed resource allocation increases the throughput by 11.3%
and 60.6% over Kobbe et al. [2011] and Bahi et al. [2005], respectively. We thus con-
clude that our distributed resource allocation is near optimal, and that both methods
for allocating resources increase the throughput significantly over the state of the art.

9.4. Improved Resilience through Self-Organization

Figure 11 shows how the resilience of our distributed resource allocation against un-
reliable cores is improved through self-organization. In a period of 300 seconds, 5%
(a), 10% (b), and 25% (c) of the cores of a 1024-core system (in a benchmark scenario
according to Section 9.2) are shut down randomly. This way, runtime faults of cores are
simulated.

Such a scenario could be caused, for example, by exceptionally high on-chip temper-
atures due to a malfunctioning cooling system or fan. Through self-organization, an
increased system throughput of 9% (a), 22% (b), and 47% (c) can be achieved. Hence,
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Fig. 11. Resilience against unreliable cores can be improved through self-organization. In a period of 300
seconds, 5%, (a), 10% (b), and 25% (c) of the cores of a 1,024-core system are randomly shut down to simulate
malfunction at runtime.

Fig. 12. Computational overhead of our methods for resource allocation. Infeasible combinations of appli-
cations/cores in brackets. Only one column is shown for our distributed resource allocation, as the runtime
does not change significantly with the number of applications.

we find that self-organization can increase the resilience of our distributed approach
significantly.

9.5. Overheads

Figure 12 shows how the computational overhead of our centralized resource allocation
grows with a growing number of cores and growing number of applications. Up to a
considerable problem size (e.g., 64 cores, less than 64 applications), optimal resource
allocations can be calculated in less than 0.5 seconds, but this overhead is significantly
larger for larger systems or more applications as the computational overhead grows
quickly beyond 37 seconds. We find that this is not acceptable when applications may be
started/stopped at any time or when the resource requirements of applications change
frequently.

The distributed resource allocation has a constant time complexity, as each cluster
head on level 1 C1

h only calculates the optimal distribution of the cores to its children
(which does not grow with the problem sizes). Thus, its computational overhead is
small (less than 0.1ms for 1,024 cores).

We measured the memory overhead of our centralized resource allocation to be ap-
proximately 24KiB. The maximum memory overhead of any node of our distributed
resource allocation is approximately 4KiB.

ACM Transactions on Parallel Computing, Vol. 2, No. 1, Article 5, Publication date: May 2015.



Runtime Resource Allocation for Software Pipelines 5:21

Fig. 13. Comparison of the communication overhead of our methods for resource allocation for different
numbers of cores.

Table V. Overheads of Fusion Operations

Figure 13 compares the total communication overhead of our centralized and our dis-
tributed resource allocation. This overhead includes status updates and notifications;
the updates of the ii, ci, and oi values; and the propagation of all tables and speedup
vectors. As this overhead merely reaches around 365.3KiB/s (0.025% of the total com-
munication for a system with 1,024 cores, 275 applications) for our centralized resource
allocation and roughly 138KiB/s (0.009%) for our distributed resource allocation, we
consider it negligible.

9.6. Fusion Overhead

Table V summarizes the overhead for fusions—that is, the overhead of the required
task migrations—of two stages of each application (collected on Intel’s SCC). When the
fusion incurs an old core (i.e., the application is already running on this core before
this operation), the overhead is limited to transferring the carried state of the stage
and is thus small (on average less than 0.6ms). Otherwise, the executable file of the
application needs to be started, which takes considerably more time (roughly 45ms on
average). However, our experiments show that this is only the case in less than 5% of
all conducted fusions.

The resulting average fusion overhead is less than 2.4ms, which allows adaptation
of resource allocations frequently.

We therefore conclude that the overhead of our proposed methods is small, and thus
we find that our methods for resource allocation are well suited for managing the
resource allocation of many-core systems at runtime.

10. CONCLUSION

In this article, we show how resources can be allocated to software pipelines in a way
that achieves and maintains high system throughput even in large many-core systems
despite unpredictable, significant variances in the demand for both computational and
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communication resources. This is achieved by optimizing the configurations (fusion
of stages) of software pipelines and the distribution of cores among them at runtime.
Furthermore, we show how optimality can be sacrificed to achieve a high degree of
scalability in many-core systems with hundreds of cores. Problems that arise from
unreliable cores in current and future many-core systems are addressed by employing
self-organization. We show how self-organization can help to effectively counteract the
impaired system throughput that may arise from failing cores.
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